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Abstract

The objective of this paper is to present an overview of the newly proposed immersed continuum method in conjunction with the traditional treatment of fluid-structure interaction problems, the immersed boundary method, the extended immersed boundary method, the immersed finite element method, and the fictitious domain method. In particular, the key aspects of the immersed continuum method in comparison with the immersed boundary method are discussed. The immersed continuum method retains the same strategies employed in the extended immersed boundary method and the immersed finite element method, namely, the independent solid mesh moves on top of a fixed or prescribed background fluid mesh, and employs fully implicit time integration with a matrix-free combination of Newton-Raphson and GMRES iterative solution procedures. Therefore, the immersed continuum method is capable of handling compressible fluid interacting with compressible solid. Several numerical examples are also presented to demonstrate that the proposed immersed continuum method is a good candidate for multi-scale and multi-physics modeling platform.
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1 Introduction

For the past decades, significant efforts have been drawn to the development of computational tools for fluid-structure interaction (FSI) analysis. Early research on potential flow interacting with submerged structures includes

In linear acoustoelastic analysis, it has been widely reported that the displacement-based fluid elements employed in frequency or dynamic analysis exhibit spurious non-zero frequency circulation modes (Kiefling, 1976 [4]; Hamdi, et al., 1978 [5]; and Olson and Bathe, 1983 [6]). Various approaches have been introduced to obtain improved formulations, including a 4-node element based on a reduced integration technique (Chen and Taylor, 1990 [7]), the displacement potential and pressure formulation (Morand and Ohayon, 1979 [8]), and the velocity potential formulation (Everstine, 1981 [9]; Olson and Bathe, 1985 [10]; and Felippa and Ohayon, 1990 [11]). The mixed displacement/pressure finite element formulation proposed by Wang and Bathe, 1997 [12] has been proven to be reliable and free of spurious non-zero frequencies.

Representative works in time integration stability analysis, impact computation, sloshing, space-time formulation, and arbitrary Lagrangian-Eulerian (ALE) formulation for FSI systems include Belytschko and Kennedy, 1976 [13]; Belytschko, 1980 [14]; Park, 1980 [15]; Belytschko and Mullen, 1981 [16]; Liu, 1981 [17]; Tezduyar, et al. 1992 [18]; Nomura and Hughes, 1992 [19]; Farhat, et al., 1995 [20]; Bathe 1996 [21]; and Wang, 1999 [22]. Reviews on various finite element formulations for FSI systems are available in Morand and Ohayon, 1995 [23] and Bathe, 1996 [24] and 1998 [25]. Recently, based on the previous effort by Park and Felippa, 1980 [15], partitioned procedures have been introduced to the time-domain solution of aeroelastic problems (Piperno, et al., 1995 [26]) and domain decomposition methods are implemented in order to fully exploit different single-domain solution algorithms and dynamical characteristics (Ghattas and Li, 1995 [27] and 1998 [28]). In practice, the staggered iteration between fluids and solids still remains the most popular procedure to obtain dynamic solutions.

The immersed boundary method was initially developed by Peskin, 1977 [29], in which, immersed elastic fibers with the same fluid density are modeled as a set of equivalent body forces in the Navier-Stokes equations. Since its inception, the immersed boundary method has been extended to a variety of problems, including design of prosthetic cardiac valves (McQueen and Peskin, 1985 [30]), swimming motions of marine worms (Fauci and Peskin, 1988 [31]), wood pulp fiber dynamics (Stockie and Wetton, 1999 [32]), wave propagation in cochlea (Beyer, 1992 [33]), and biofilm processes (Fogelson et al., 1996 [34]). Recently, alternative procedures such the immersed interface method (LeVaque and Li, 1997 [35]) and the level set method (Sethian, 1996 [36]) have also been proposed to eliminate the numerical problems introduced by large motions of the immersed boundary. Furthermore, the effects of the flexibility, geometry, and mass of the immersed structures are amply demonstrated.
through the works of many other researchers [37] [38] [39] [40].

Immersed methods overcome many numerical problems such as severe fluid mesh distortions encountered in traditional finite element methods (FEM) and computational fluid dynamics (CFD) procedures when modeling very flexible immersed structures [22] [41] [42] [43] [44]. With immersed methods, the issue of fluid mesh updates is resolved. However, in current immersed methods, complex structures/solids are still represented by elastic fiber networks. In the proposed immersed continuum method, sophisticated nonlinear finite element formulations will be used.

In Section 2, we prove the equivalence of the immersed boundary (IB) method (Peskin, 1977 [29]) to the traditional treatment of fluid-structure interactions by matching the kinematic and dynamic boundary conditions around the fluid-structure interface. In Section 3, we also show the theoretical foundations for the extended immersed boundary method (Wang and Liu, 2004 [45]) and immersed finite element method (Zhang et al., 2004 [46]). In addition, after a brief review of the fictitious domain approach (Glowinski et al., 2001 [47]), we compare the immersed boundary method and its extensions with the fictitious domain approach. In Section 4, the newly proposed immersed continuum method (ICM) is presented to take into consideration of the compressibility of the submerged solid. This formulation retains the same strategies as in the extended immersed boundary method (EIBM) and immersed finite element method (IFEM), namely, the independent solid mesh moves on top of a fixed background fluid mesh. Several numerical examples are also presented for illustrative purposes in Section 5.
2 Immersed Boundary Method Recast in FEM

The immersed boundary method is recast in the principle of virtual work, which to the author’s best knowledge, is the first attempt. This recast not only demonstrates why the immersed boundary method works but also points to the linkage between the fictitious domain method and the proposed immersed continuum methods.

In Fig. 1, typical immersed boundary and immersed continuum systems are used to illustrate the difference between the current immersed methods which primarily handle immersed fibers and fiber networks and the proposed new methods which deal with arbitrary immersed structures/solids with finite volume and mass. The strong and weak forms which are the foundations for finite element procedures will be discussed based on the illustrations in Fig. 1.

Consider a fluid domain \( \Omega \) enclosed with a sufficiently smooth boundary, \( \partial \Omega = \Gamma_v \cup \Gamma_f \), where \( \Gamma_v \) and \( \Gamma_f \) stand for the Dirichlet and Neumann boundaries, respectively. Suppose there exists an enclosed elastic boundary \( \Gamma_s \) (a line for two-dimensional cases and a surface for three-dimensional cases), the fluid domain \( \Omega \) is separated into two regions, namely, the interior region \( \Omega_i \) and the exterior region \( \Omega_e \). Therefore, the boundaries of the interior and the exterior regions can be simply expressed as \( \partial \Omega_i = \Gamma_s \) and \( \partial \Omega_e = \Gamma_s \cup \Gamma_v \cup \Gamma_f \). Denote \( \sigma \) as the stress tensor, \( v \) as the velocity vector, and \( \rho \) as the density in the fluid domain, the following governing equations (strong form) can be established:

\[
\rho \dot{v}_i = \sigma_{ij,j} + f_{ext}^i, \quad \text{in } \Omega_i \text{ (or } \Omega \setminus \Omega_e), \tag{2.1}
\]

\[
\rho \dot{v}_e = \sigma_{ij,j} + f_{ext}^e, \quad \text{in } \Omega_e, \tag{2.2}
\]

\[
[v_i] = 0, \quad \text{on } \Gamma_s, \text{ kinematic matching,} \tag{2.3}
\]

\[
[\sigma_{ij} n_j] = f_i^s + m \ddot{u}_s^i, \quad \text{on } \Gamma_s, \text{ dynamic matching,} \tag{2.4}
\]

where the external body force \( f_{ext} \) will be replaced by \( \rho g \), with \( g \) as the gravitational acceleration; \( f^s \) and \( m \) stand for the elastic force and the mass density of the immersed boundary \( \Gamma_s \) (per unit length for two-dimensional cases and per unit area for three-dimensional cases); \( u^s \) denotes the interface displacement; and the surface normal vector \( n \) is aligned with that of the interior fluid domain \( n^i \) and opposite to that of the exterior fluid domain \( n^e \).

At this point, we can derive a number of numerical approaches to solving Eqs. (2.1) to (2.4). A straightforward approach is to represent the exterior and the interior fluid domains with different meshes and to match them accordingly at the interface \( \Gamma_s \). This approach represents the traditional treatment of fluid-structure interaction problems, in which the solid mesh is coupled with the fluid mesh around the fluid-structure interface \([42][44]\).
Define the Sobolev space \([H^1_{0,\Gamma_v}(\Omega)]^d = \{ w \mid w \in [H^1(\Omega)]^d, w|_{\Gamma_v} = 0 \}\), where \(d\) represents the spatial dimensions, we express Eqs. (2.1) to (2.4) in the variational forms (weak form): \(\forall w \in [H^1_{0,\Gamma_v}(\Omega)]^d\)

\[
\int_{\Omega_i} w_i \rho(\dot{v}_i - g_i) - \sigma_{ij,j} d\Omega + \int_{\Omega_e} w_i \rho(\dot{v}_i - g_i) - \sigma_{ij,j} d\Omega = 0. \tag{2.5}
\]

**Remark 2.1** In the variational forms, \(w \in [H^1_{0,\Gamma_v}(\Omega)]^d\) implies that the kinematic matching at the interface \(\Gamma_s\), written as Eq. (2.3) is satisfied for all \(w\).

Furthermore, using integration by parts and the divergence theorem, introducing the dynamic matching at the interface \(\Gamma_s\), and combining the interior and exterior fluid domains with \(\Omega_e \cup \Omega_i = \Omega\), Eq. (2.5) can be rewritten as: \(\forall w \in [H^1_{0,\Gamma_v}(\Omega)]^d\)

\[
\int_{\Omega} [w_i \rho(\dot{v}_i - g_i) + w_{ij} \sigma_{ij}] d\Omega + \int_{\Gamma_s} w_s^* (f_s^* + m\ddot{u}_s^*) d\Gamma - \int_{\Gamma_f} w_i f_i^* d\Gamma = 0. \tag{2.6}
\]

**Remark 2.2** In Eq. (2.6), the term involving the given surface traction \(f_{\Gamma_f}\) will remain the same as if the variational forms are carried out for the entire fluid domain instead of the interior and exterior parts. Thus the focus will be on the submerged interface \(\Gamma_s\).

**Remark 2.3** In Eq. (2.6), the external work comes from the external body force \(f_{\text{ext}}\), the surface traction \(f_{\Gamma_f}\) at the Neumann boundary \(\Gamma_f\), and the elastic and inertial forces around the submerged interface \(\Gamma_s\). Moreover, in Eq. (2.6), we do not stipulate the material derivative \(\frac{d\mathbf{v}}{dt}\) and the stress \(\sigma\). Hence the turbulent and the non-Newtonian fluid models can eventually be incorporated. Finally, in Eq. (2.6), the kinematic matching at the submerged interface \(\Gamma_s\) also implies that the submerged interface will move at the same velocity as that of the fluid particles in the immediate vicinity. This important point marks the underlining connection between the traditional computational mechanics approaches, the immersed boundary method, and the fictitious domain method.

In the immersed boundary method, we introduce the following two key equations:

\[
f_i^{FSI} = -\int_{\Gamma_s} (f_i^* + m\ddot{u}_s^*) \delta(\mathbf{x} - \mathbf{x}_s^*) d\Gamma, \tag{2.7}
\]

\[
v_i^* = \int_{\Omega} v_i \delta(\mathbf{x} - \mathbf{x}_s^*) d\Omega, \tag{2.8}
\]
where $f^{FSI}$ is the so-called equivalent body force.

**Remark 2.4** In both Eqs. (2.7) and (2.8), the Dirac delta function is positioned at the current interface position $x^s$. Before the discretization of the Dirac delta function, Eq. (2.8) can be simply interpreted as the evaluation of the fluid velocity at the submerged interface. In the discretized form, the Dirac delta function in Eq. (2.8) is equivalent to the shape function or kernel of the meshfree method.

Note that $\Gamma_s$ represents the current configuration of the submerged interface, and nonlinear mechanics is employed to relate the elastic force $f^s$ with the interfacial position $x^s$ or the displacement $u^s$. It is also clear that as long as we use the same delta function for both Eqs. (2.7) and (2.8), the virtual power input from the submerged elastic boundary (or the immersed boundary) to the fluid domain can be expressed as

$$\int_{\Omega} w_i f^{FSI}_i d\Omega = - \int_{\Gamma_s} \int_{\Omega} w_i \delta(x - x^s)(f^s_i + m\ddot{u}^s_i) d\Omega d\Gamma = - \int_{\Gamma_s} w^s_i (f^s_i + m\ddot{u}^s_i) d\Gamma.$$  

(2.9)

Because Eq. (2.9) holds for all $w \in [H^1_0(\Gamma_s)]^d$, the effect of the submerged elastic boundary can be simply replaced with the equivalent body force $f^{FSI}$. Hence the governing equations (2.1) to (2.4) can be rewritten as

$$\rho \dot{v}_i = \sigma_{ij,j} + \rho g_i + f^{FSI}_i, \text{ in } \Omega; \quad (2.10)$$

and the variational equations (2.5) and (2.6) are modified as

$$\int_{\Omega} [w_i (\rho \dot{v}_i - \rho g_i - f^{FSI}_i) + w_{ij} \sigma_{ij}] d\Omega - \int_{\Gamma_f} w_i f^{FSI}_i d\Gamma = 0.$$  

(2.11)

**Remark 2.5** Eq. (2.11) provides us with the foundation of the key advantage of the alternative solution strategies for immersed boundaries or continua, namely, the independent solid mesh moves on top of a fixed background fluid mesh. Moreover, we must also point out that the so-called fixed background fluid mesh could also include the arbitrary Lagrangian-Eulerian (ALE) mesh with a prescribed mesh motion. In practice, such a mesh motion could follow the moving structures or solids as well as conform to the boundary deformation.
Similarly, we can extend such a study to the extended immersed boundary method and the immersed finite element method. Consider the same domain \( \Omega \), suppose there exists a submerged solid domain \( \Omega_s \) enclosed by a sufficiently smooth boundary \( \Gamma_s \) (a line for two-dimensional cases and a surface for three-dimensional cases), the entire domain \( \Omega \) is subdivided into two regions, namely, the solid region \( \Omega_s \) and the fluid region \( \Omega_f \). Therefore, the boundaries of the solid and the fluid regions can be simply expressed as \( \partial \Omega_s = \Gamma_s \) and \( \partial \Omega_f = \Gamma_s \cup \Gamma_v \cup \Gamma_f \). Denote \( \sigma \) as the stress tensor, \( \nu \) as the velocity vector, we establish the following governing equations (strong form):

\[
\rho_s \dot{v}_i^s = \sigma_{ij}^s, \quad \text{in } \Omega_s, \tag{3.12}
\]

\[
\rho_f \dot{v}_i^f = \sigma_{ij}^f, \quad \text{in } \Omega_f, \tag{3.13}
\]

\[
\left[ v_i \right] = 0, \quad \text{on } \Gamma_s, \quad \text{kinematic matching}, \tag{3.14}
\]

\[
\left[ \sigma_{ij} n_j \right] = 0, \quad \text{on } \Gamma_s, \quad \text{dynamic matching}, \tag{3.15}
\]

where the surface normal vector \( n \) is aligned with that of the solid domain \( n^s \) and opposite to that of the fluid domain \( n^f \).

Note that we use the subscript (for scalars) or the superscript (for vectors) \( s \) and \( f \) represent the solid and fluid domains, respectively. Define the same Sobolev space \( [H^1_{0,\Gamma_v}(\Omega)]^d \), we express Eqs. (3.12) to (3.15) in the variational forms (weak forms): \( \forall \mathbf{w} \in [H^1_{0,\Gamma_v}(\Omega)]^d \)

\[
\int_{\Omega_s} w_i [\rho_s (\dot{v}_i^s - g_i) - \sigma_{ij}^s] d\Omega + \int_{\Omega_f} w_i [\rho_f (\dot{v}_i^f - g_i) - \sigma_{ij}^f] d\Omega = 0. \tag{3.16}
\]

**Remark 3.1** \( \mathbf{w} \in [H^1_{0,\Gamma_v}(\Omega)]^d \) also implies that the kinematic matching of Eq. (3.14) is satisfied for all \( \mathbf{w} \).

Again, using integration by parts and the divergence theorem, introducing the dynamic matching at the interface \( \Gamma_s \), and combining the solid and fluid domains with \( \Omega_s \cup \Omega_f = \Omega \), Eq. (3.16) can be rewritten as: \( \forall \mathbf{w} \in [H^1_{0,\Gamma_v}(\Omega)]^d \)

\[
\int_{\Omega\setminus\Gamma} w_i \rho_f (\dot{v}_i - g_i) + w_{i,j} \sigma_{ij} \, d\Omega - \int_{\Gamma_f} w_i \rho_f \nu_i^f \, d\Gamma - \int_{\Omega_s} w_i^s f_i^s \, d\Omega = 0, \tag{3.17}
\]

with
\[
\int_{\Omega_s} w_i f_i^s d\Omega = -\int_{\Omega_s} [w_i (\rho_s - \rho_f) (\dot{v}_i - g_i) + w_{i,j} (\sigma_{ij}^s - \sigma_{ij}^f)] d\Omega.
\] (3.18)

**Remark 3.2** In Eq. (3.15), the unit surface normal vectors at the fluid-solid interface \( \Gamma_s \) are assigned as \( \mathbf{n}^s = -\mathbf{n}^f = \mathbf{n} \); whereas in Eq. (3.18) the term involving the given surface traction \( \mathbf{f}^{\Gamma_f} \) will remain the same if the variational forms are carried out for the entire domain \( \Omega \) instead of the solid and fluid parts. Thus the focus will be on the submerged solid \( \Omega_s \) and its interface with the fluid \( \Gamma_s \).

**Remark 3.3** In Eq. (3.17), within the entire domain \( \Omega \), the external work comes from the external body force \( \rho_f \mathbf{g} \), and the surface traction \( \mathbf{f}^{\Gamma_f} \) at the Neumann boundary \( \Gamma_f \); whereas the power input within the submerged solid domain \( \Omega_s \) includes the contribution from the inertial force difference, the buoyancy force, and the internal energy difference. Again, the kinematic matching at the submerged interface \( \Gamma_s \) also implies that the submerged interface will move at the same velocity as that of the fluid particles in the immediate vicinity. In Eq. (3.17), we again do not stipulate the material derivative \( \frac{dv}{dt} \) and the stress \( \sigma \). Hence the turbulent and the non-Newtonian fluid models can eventually be incorporated.

Just as in the immersed boundary method, in the extended immersed boundary method [45] and the immersed finite element method [46], we introduce the following two key equations to synchronize the fluid occupying the submerged solid domain \( \Omega_s \) with the solid and distribute the solid force \( \mathbf{f}^s \):

\[
f_i^{FSI} = \int_{\Omega_s} f_i^s \delta(\mathbf{x}^s - \mathbf{x}) d\Omega, \tag{3.19}
\]
\[
v_i^s = \int_{\Omega_s} v_i \delta(\mathbf{x}^s - \mathbf{x}) d\Omega, \tag{3.20}
\]

where \( \mathbf{f}^{FSI} \) represents the same equivalent body force as in the immersed boundary method.

Note that \( \mathbf{f}^s \) is the force density within the solid domain \( \Omega_s \); whereas \( \mathbf{f}^{FSI} \) is the equivalent body force over the entire domain \( \Omega \). The physical significance of \( \mathbf{f}^s \) and \( \mathbf{f}^{FSI} \) is quite different. As a consequence, the entire fluid-solid interaction system is represented with the same governing equations (2.10) (strong form) and the corresponding variational form (2.11) (weak form).

**Remark 3.4** In Eq. (3.18), \( \mathbf{f}^s \) can be considered as the equivalent force density within the submerged solid domain \( \Omega_s \). In fact, this force density directly corresponds to the rigid link between the fluid occupying the submerged solid domain \( \Omega_s \) and the solid. In other words, the force density \( \mathbf{f}^s \) stands for the
Lagrangian multiplier corresponding to the constraint in Eq. (3.20). Of course, the definition in Eq. (3.18) also matches the virtual power input from the submerged solid domain $\Omega_s$.

Note that the inertial force difference $-\int_{\Omega_s} w_i (\rho_s - \rho_f) \dot{\vec{v}} i d\Omega$ of the submerged solid continuum corresponds to the inertial force $-\int_{\Gamma_s} w_i^s \dot{\vec{u}} i d\Gamma$ of the submerged elastic boundary; whereas the internal energy difference $-\int_{\Omega_s} w_{i,j} (\sigma_{ij}^s - \sigma_{ij}^f) d\Omega$ of the submerged solid continuum corresponds to the elastic force $-\int_{\Gamma_s} w_i^s f_i^s d\Gamma$ of the submerged elastic boundary. In comparison with the submerged elastic boundary, the contribution of the submerged solid includes an additional term to account for the external body force difference (the so-called buoyancy) $\int_{\Omega_s} w_i (\rho_s - \rho_f) g_i d\Omega$. This buoyancy force is the direct manifestation of the submerged solid which unlike the submerged elastic boundary occupies a finite volume. Likewise, the inertial effect of the submerged solid includes the difference between the solid and fluid densities assuming the fluid occupying the submerged solid domain is forced to have the same motions as those of the solid.

It is important to point out that the essence of the extended immersed boundary method and the immersed finite element method is to introduce the same fluid in the submerged solid domain. Because such a volume of fluid does not exist physically, to account for the correct effect of the submerged solid exerting on the surrounding fluid, we must subtract the inertial force, the external body force, and the internal stress effects of such an imaginary fluid volume $\Omega_s$. Moreover, for a fluid volume moving with an elastic body, the induced fluid stress in general is significantly smaller than the corresponding solid stress.

Eqs. (3.19) and (3.20) in EIBM/IFEM are comparable to Eqs. (2.7) and (2.8) in the IB method. Before we present the newly developed immersed continuum method for compressible solid interacting with compressible fluid, we would like first to summarize the main ideas in the fictitious domain method [47], another alternative formulation for immersed boundaries and continua.

Suppose there exists a rigid cylinder (for two-dimensional cases) or a rigid sphere (for three-dimensional cases) occupying a volume $\Omega_s$ in the total domain $\Omega$. Again, around the fluid-solid interface $\Gamma_s$, the unit normal vector of the solid is $\vec{n}^s = \vec{n}$ which points outward to the flow region and the unit normal vector of the fluid is $\vec{n}^f = -\vec{n}$ which points inward to the submerged solid. Following the no-slip boundary condition on the interface $\Gamma_s$, we have

$$\vec{v}(\vec{x}, t) = \vec{\bar{v}}(t) + \vec{\omega}(t) \times (\vec{x} - \vec{x}(t)), \forall \vec{x} \in \Gamma_s, \quad (3.21)$$
where \( \bar{x}, \bar{v}, \bar{\omega}, \) and \( x \) stand for the current position of the mass center, the velocity, and the angular velocity, and the position on the interface of the rigid body.

Because the solid occupying \( \Omega_s \) is a rigid body, Eq. (3.21) can be rewritten as

\[
\mathbf{v}(x^s, t) = \bar{\mathbf{v}}(t) + \bar{\omega}(t) \times (x^s - \bar{x}(t)), \forall x^s \in \Omega_s.
\]  

(3.22)

Of course, on the fluid-solid interface \( \Gamma_s \), Eq. (3.22) is manifested as Eq. (3.21). Furthermore, the governing equations (strong form) of the fluid-solid system can be depicted as

\[
\rho_f \dot{\mathbf{v}}_i = \sigma_{ij,j} + \rho_f g_i, \text{ in } \Omega_f,  
\]  

(3.23)

\[
M \dot{\bar{v}}_i = Mg_i + F_i^s, \text{ for the rigid body } \Omega_s,  
\]  

(3.24)

\[
I \dot{\bar{\omega}} + \bar{\omega} \times I \bar{\omega} = T^s,  
\]  

(3.25)

where \( I \) and \( M \) are the rotational inertia tensor (or matrix) and the mass of the rigid body, respectively; and the resultant torque \( T^s \) and force \( F^s \) due to the fluid traction around the rigid body are expressed as

\[
T^s = - \int_{\Gamma_s} (x^s - \bar{x}) \times \sigma n d \Gamma,  
\]  

(3.26)

\[
F^s = - \int_{\Gamma_s} \sigma n d \Gamma.  
\]  

(3.27)

Similar to the approach in EIBM/IFEM, in the fictitious domain method, an imaginary fluid is introduced to occupy the submerged solid domain \( \Omega_s \) and to synchronize with the solid within \( \Omega_s \). With the fluid velocity variation \( \mathbf{w} \in [H^1_{0, \Gamma_s}(\Omega)]^d \), the rigid body velocity variation \( \bar{\mathbf{w}} \in R^d \), and the rigid body angular velocity variation \( \bar{\theta} \in R^d \), combining the solid domain with the fluid domain, employing integration by parts, the divergence theorem, and Eqs. (3.22), (3.26), and (3.27), we can convert the governing equations (strong form) in Eqs. (3.23) to (3.25) into the variational equations (weak form),

\[
\int_\Omega [\rho_f w_i (\dot{v}_i - g_i) + w_{ij} \sigma_{ij}] d\Omega + r[M (\dot{v}_i - g_i) \bar{w}_i + (I \dot{\bar{\omega}} + \bar{\omega} \times I \bar{\omega}) \cdot \bar{\theta}] = 0,  
\]  

(3.28)

with \( r = 1 - \rho_f / \rho_s \).

The key treatment in the immersed boundary method, the extended immersed boundary method, and the immersed finite element method, is to introduce
the delta function to synchronize the fluid motion with the solid motion within the immersed solid domain \( \Omega_s \), namely,

\[
v^s = v^f.
\] (3.29)

In fact, the constraint of Eq. (3.29) introduces the (distributed) Lagrangian multiplier as the equivalent body force. In the fictitious domain method, a similar (distributed) Lagrangian multiplier \( \lambda \) is introduced, along with the following traditional mixed formulation, we obtain, \( \forall w \in [H^1_{0,\Gamma_v}(\Omega)]^d \) and \( \lambda \in [H^1(\Omega_s)]^d \)

\[
\int_\Omega \left[ \rho_f w_i (\dot{v}_i - g_i) + w_{i,j} \sigma_{ij} \right] d\Omega + r [M(\dot{v}_i - g_i) \omega_i + (\dot{\omega} + \omega \times I \dot{\omega}) \cdot \hat{\theta}] \\
- (\lambda, w - \bar{w} - \hat{\theta} \times (x^s - \bar{x})) = 0,
\] (3.30)

and

\[
(\mu, v - \tilde{v} - \bar{\omega} \times (x^s - \bar{x})) = 0, \forall \mu \in [H^1(\Omega_s)]^d,
\] (3.31)

where the inner product is defined as

\[
(\mu, \lambda) = \int_{\Omega_s} (\mu_i \lambda_i + \ell^2 \mu_{i,j} \lambda_{i,j}) d\Omega,
\] (3.32)

with a scaling factor \( \ell \) dependent of the characteristic length of \( \Omega_s \).

**Remark 3.5** For clarity, we provide the general variational equations. Just as the treatment for the pressure and the continuity equation, which will be discussed in the following sections, the addition of the distributed Lagrangian multiplier \( \lambda \) forms a mixed formulation in which the mixed finite elements must also satisfy the inf-sup conditions [48] [49].

**Remark 3.6** By comparing the fictitious domain method with the immersed boundary method, the extended immersed boundary method, the immersed finite element method, or the immersed continuum method, it is not difficult to identify the force density \( f^s + m \ddot{u}_s \) for the immersed boundary or \( f^s \) for the immersed body (continuum), in fact it represents the Lagrangian multiplier for the constraint of Eq. (3.29).

A clear advantage of the fictitious domain method is the use of the implicit formulation which does not involve the derivative of the delta function. Never-
theless, such a formulation is limited to immersed rigid bodies. In addition, for incompressible viscous fluids, velocity/pressure formulation must also be used along with the distributed Lagrangian multiplier. A wealth of theoretical studies on the inf-sup conditions are available in the context of the treatment of incompressible solids and fluids. In particular, the inf-sup conditions for such a three-field mixed formulation similar to the discussion in Ref. [48] must be considered.

4 Immersed Continuum Method Formulation

In this paper, we present the velocity/pressure formulation for the compressible viscous fluid and the displacement/pressure formulation for the compressible solid with a hyperelastic material model. For simplicity, in this section, we omit the superscript or subscript \( f \) for fluid variables.

For the fluid domain, we adopt an Eulerian kinematic description, therefore, the material derivative of the fluid velocity is expressed as

\[
\dot{v}_i = v_{i,t} + v_j v_{i,j}.
\] (4.33)

Although we refer to the fixed background fluid mesh, we can also employ the arbitrary Lagrangian-Eulerian (ALE) kinematic description [50] [22] and replace the convective velocity in Eq. (4.33) with \( v - v^m \), where \( v^m \) stands for the given mesh velocity.

For the solid domain, we employ a Lagrangian kinematic description, thus the fluid-solid interface will be tracked automatically by the position of solid particles. Moreover, there is no need for convective terms in the solid domain and the material derivative is the same as the time derivative. Hence, the solid velocity vector \( \mathbf{v}^s \) and the acceleration vector \( \dot{\mathbf{v}}^s \) can be expressed as

\[
\mathbf{v}^s = \mathbf{u}^s \quad \text{and} \quad \dot{\mathbf{v}}^s = \ddot{\mathbf{u}}^s,
\] (4.34)

with the displacement vector \( \mathbf{u}^s(t) = \mathbf{x}^s(t) - \mathbf{x}^s(0) \), where \( \mathbf{x}^s(t) \) and \( \mathbf{x}^s(0) \) stand for the current and the original material point positions within the solid domain \( \Omega_s \).

We must also point out that the solid domain \( \Omega_s \) and the material point position \( \mathbf{x}^s \) all refer to the current solid configurations, and therefore for clarity could be denoted as \( \Omega_s(t) \) and \( \mathbf{x}^s(t) \), respectively.
In order to deal with the compressible viscous fluid, we subtract the pressure $p$ from the stress components $\sigma_{ij}$ to obtain the deviatoric stress components $\tau_{ij}$, which is illustrated in a Newtonian fluid model,

$$\sigma_{ij} = -p\delta_{ij} + \tau_{ij},$$  \hspace{1cm} (4.35)

with $\tau_{ij} = \mu(v_{j,i} + v_{i,j})$.

Furthermore, to couple with the unknown pressure, the continuity equation of the compressible viscous fluid is expressed as

$$v_{i,i} + \frac{\dot{p}}{\kappa} = 0,$$  \hspace{1cm} (4.36)

where $\kappa$ is the bulk modulus of the fluid; and the material derivative $\dot{p}$ can be simply expressed as $p_t + v_ip_i$.

Notice that the compressibility $\kappa$ in the fluid can be simply viewed as a penalty term associated with the divergence of the fluid velocity. Therefore, for convenience, we ignore the convective term of the pressure and obtain $p_t = \dot{p}$. Furthermore, for typical fluids, we ignore the change of the fluid density due to the pressure change.

Like the fluid stress tensor, we also decompose the solid stress tensor as a hydrostatic pressure $p^s$, and a deviatoric stress tensor $\tau_{ij}^s$,

$$\sigma_{ij}^s = -p^s\delta_{ij} + \tau_{ij}^s.$$  \hspace{1cm} (4.37)

Unlike the fluid domain, since we use the Lagrangian description for the submerged solid, the treatments of the continuity equation and the Cauchy stress in nonlinear solid mechanics are not as straightforward. As a special case, if the submerged solid is a flexible structure with a linear elastic material law, we will only have the geometrical nonlinearity to deal with. In this case, suppose the Young’s modulus and the Poisson ratio are $E$ and $\nu$, respectively, and the bulk modulus for the solid can be simply expressed as $\kappa^s = E/3(1 - 2\nu)$.

In this work, we discuss a nonlinear solid mechanics model with both the geometrical and material nonlinearities [45] [46]. First of all, we must introduce the solid deformation gradient $F_{ij} = \partial x_i^s(t)/\partial x_j^s(0)$, from which we can derive the Green-Lagrangian strain $\epsilon_{ij}$. To obtain the energy conjugate stress $S_{ij}$, the second Piola-Kirchhoff stress, we must first introduce the elastic energy $W$, which is often related to the three invariants of the Cauchy-Green deformation tensor $C$ defined as $\mathbf{F}^T\mathbf{F}$. Moreover, an elastic energy term $-[p^s + \kappa^s(J_3 -$
1)\frac{\rotatebox{90}{\(s\)}}{2\kappa^s} is added to \(\bar{W}\), along with the solid unknown pressure \(p^s\) introduced as

\[J_3 - 1 + \frac{p^s}{\kappa^s} = 0,\]  
(4.38)

where \(\kappa^s\) is the solid bulk modulus and \(J_3\) stands for the determinant of the deformation gradient.

Of course, to match with the expression in Eq. (4.37), the solid Cauchy stress is converted from the second Piola-Kirchhoff stress,

\[\sigma_{ij}^s = \frac{1}{\det(F)} F_{i,m} S_{mn} F_{j,n}.\]  
(4.39)

Finally, since the solid displacement is dependent on the fluid velocity, the primary unknowns for the coupled fluid-solid system are the fluid velocity \(v\), the fluid pressure \(p\), and the solid pressure \(p^s\).

Define the Sobolev spaces, so the weak form of governing equations can be modified as: \(\forall q \in L^2(\Omega), q^s \in L^2(\Omega_s), w \in [H^1_{0,\Gamma_v}(\Omega)]^d\), which includes \(\forall w^s \in [H^1(\Omega_s)]^d\), and find \(v\) and \(p \in \Omega, p^s \in \Omega_s\), such that

\[
\int_\Omega w_i \rho (\dot{v}_i - g_i) d\Omega + \int_\Omega (w_{ij} \tau_{ij} - pw_{i,i}) d\Omega - \int_{\Gamma_f} w_i f_i^f d\Gamma \\
+ \int_{\Omega_s} [w^s_i (\rho^s - \rho)(\dot{v}_i - g_i) + w^s_{ij} (\tau^s_{ij} - \tau^f_{ij}) - (p^s - p)w_{i,i}^s] d\Omega + \\
+ \int_\Omega q(v_{j,j} + \frac{p_{j,j}}{\kappa}) d\Omega + \int_{\Omega_s} q^s (J_3 - 1 + \frac{p^s}{\kappa^s}) d\Omega = 0.
\]  
(4.40)

Note that within the domain \(\Omega_s\) the fluid stress \(\tau_{ij}^f\) is calculated with the fluid formulation. Using integration by parts and the divergence theorem, we establish the following strong form:

\[\rho_s \dot{v}_i^s = -p^s_i + \tau_{ij}^s + \rho_s g_i, \text{ in } \Omega_s,\]  
(4.41)

\[p^s = -\kappa^s (J_3 - 1),\]  
(4.42)

\[\rho \dot{v}_i = -p_{\cdot i} + \tau_{ij}^f + \rho g_i, \text{ in } \Omega_f,\]  
(4.43)

\[p_{\cdot \cdot} = -\kappa \nu v_{j,j},\]  
(4.44)

\[[v_i] = 0, \text{ on } \Gamma_s, \text{ kinematic matching},\]  
(4.45)

\[[\sigma_{ij} n_j] = 0, \text{ on } \Gamma_s, \text{ dynamic matching},\]  
(4.46)

where the surface normal vector \(n\) is aligned with that of the solid domain \(n^s\).
and is opposite to that of the fluid domain \( \mathbf{n}^f \).

We recognize that there are two sets of discretizations, namely, one for the Lagrangian solid mesh and the other one for the Eulerian fluid mesh. In this paper, the discretization of the fluid domain is identical to the stabilized Galerkin formulation for the Navier-Stokes equations [51] [43] [44]. It is clear that different numerical schemes for fluid flows such as the flow-condition-based interpolation finite element scheme [52] or the lattice Boltzmann method [53] can also be employed in the immersed continuum method as the fluid solver.

In this paper, we introduce for the fluid domain the following interpolations for the entire domain \( \Omega \):

\[
\mathbf{v}^h = N_I^v \mathbf{v}_I, \quad \mathbf{w}^h = N_I^w \mathbf{w}_I, \quad p^h = N_I^p p_I, \quad q^h = N_I^q q_I,
\]

(4.47)

where \( N_I^v \) and \( N_I^p \) stand for the interpolation functions at node I for the velocity vector and the pressure; and \( \mathbf{v}_I, \mathbf{w}_I, p_I, \) and \( q_I \) are the nodal values of the discretized velocity vector, admissible velocity variation, pressure, and pressure variation, respectively.

Notice that in general the interpolation functions for the velocity vector and the unknown pressures are different. Therefore, we retain the superscripts \( v \) and \( p \) to denote such differences. Furthermore, we ignore the change of the fluid density due to the pressure change.

Likewise for the solid domain \( \Omega_s \), the discretization is based on the following:

\[
\mathbf{u}^{s,h} = N_J^u \mathbf{u}_J, \quad \mathbf{w}^{s,h} = N_J^w \mathbf{w}_J, \quad p^{s,h} = N_J^p p_J, \quad q^{s,h} = N_J^q q_J,
\]

(4.48)

where \( N_J^u \) and \( N_J^p \) stand for the interpolation functions at node J for the displacement vector and the unknown pressures; and \( \mathbf{u}_J, \mathbf{w}_J, p_J, \) and \( q_J \) are the nodal values of the discretized displacement vector, admissible velocity variation, pressure, and pressure variation, respectively.

Substituting both discretizations (4.47) and (4.48) into Eq. (4.40), we obtain the following discretization of the weak form: \( \forall q^h \in L^2(\Omega^h), q^{s,h} \in L^2(\Omega_s^h), \mathbf{w}^h \in [H^{1,h}_0(\Omega^h)]^d \), which includes \( \forall \mathbf{w}^{s,h} \in [H^{1,h}(\Omega_s^h)]^d \).
\begin{align*}
\int_{\Omega} w_I N^v_I \dot{v}^h_l d\Omega - \int_{\Gamma} w_{1I} N^v_I f^h_l d\Gamma + \int_{\Omega_h} (w_{1I} N^v_I \tau_{ij} - p^h w_{1I} N^v_I) d\Omega \\
+ \int_{\Omega_s} \left[ w_{sI} N^v_J (\rho_s - \rho) (\nu_i^h - g_i) + w_{sI} N^v_{J,i} (\sigma^s_{ij} - \sigma^f_{ij}) \right] d\Omega - \int_{\Gamma_h} w_{1I} N^v_I \rho g_i d\Omega \\
+ \int_{\Omega} q_I N^v_I (v_{j,ij}^h + \rho \frac{p^h}{\kappa_s}) d\Omega + \int_{\Omega} q_J N^v_J (J_3 - 1 + \frac{p^s}{\kappa_s}) d\Omega = 0.
\end{align*}

(4.49)

The key of the immersed continuum method is to recognize the fact that the nonlinear mapping from \( w_I \) to \( w_J^s \), namely, from the fluid mesh to the solid mesh is derived from the discretized constraint of the velocities of the immersed solid and the corresponding fluid occupying the same solid domain. It turns out that such discretized mapping using various kernel functions has been studied recently in the meshless finite element methods. For example, the reproducing kernel particle method (RKPM) was proposed as an alternative or enhancement to various numerical procedures including finite element methods (Liu et al., 1995 and 1996, [54] [55] [56] and Li and Liu, 1999 [57]). Unlike the discretized delta function in the immersed boundary method [58], the kernel functions in the meshless methods can handle non-uniform meshing, which marks an important improvement for the increase of the local resolutions near the interfaces. Furthermore, the adjustable reproducing properties of the meshless kernels enable a better representation of the discretized delta function in the frequency domain, namely, as the polynomial order \( n \to \infty \), the discretized delta function \( \phi \) becomes flatter at \( \omega = 0 \) and approaches to an ideal filter in the frequency domain. A detailed discussion of the delta function can be found in Refs. [45] [46].

Hence, at a typical solid node \( J \), with a finite support domain \( \Omega_J \), the discretized form of the constraint of the velocities of the immersed solid and the corresponding fluid occupying the same solid domain can be expressed as

\[ v_J^s = \sum_I v_I \phi_I(x_I - x_J^s) \text{ and } w_J^s = \sum_I w_I \phi_I(x_I - x_J^s), \forall x_I \in \Omega_J, \]

(4.50)

where \( \phi_I(x_I - x_J) \) is the kernel function centered at the solid node \( J \), represented with \( x_J^s \).

It is very important to realize that the material points of the submerged solid domain will move in the entire domain, therefore even if we do not adjust the size of the support domain attached to these material points, Eq. (4.50) represents a nonlinear mapping which in this work for convenience is simply
Note that in general within the solid domain, we can ignore the stress components computed using the fluid model. If however we want to include the stress difference $\sigma^s_{ij} - \sigma^f_{ij}$ within the solid mesh, in addition to the mapping of the velocity vector in Eq. (4.50). In order to use the definition of $\sigma^f_{ij}$, we must also map the unknown pressure from the fluid mesh denoted with node $I$ to the solid mesh denoted with node $J$. Therefore, like Eq. (4.50), we have

$$p_J^f = \sum_I p_I \phi_I(x_I - x_J), \forall x_I \in \Omega_J. \quad (4.51)$$

**Remark 4.1** In the immersed continuum method, we employ implicit time integration, therefore there is no need to explicitly express the so-called equivalent fluid-structure interaction forces. In fact, the beauty of the immersed continuum method is simply a nonlinear mapping of the velocity and the unknown pressures between the two media within the submerged domain $\Omega_s$ through various meshless kernel functions.

Therefore, for the entire domain $\Omega$, due to the arbitrariness of the variations $w_i$, $q_i$, and $q^s_J$, we have four equations at each fluid node $I$ and one equation at each solid node $J$,

$$r_{iI}^v = 0, \quad r^p_I = 0, \quad r^p_J^s = 0, \quad (4.52)$$

where the residuals are defined as

$$r_{iI}^v = \int_{\Omega^h} N^v_i \rho \dot{v}_i d\Omega + \int_{\Omega^h} [\tau_{ij} - \rho_{ij} N^v_i]d\Omega - \int_{\Gamma_f} N^v_i \bar{f}_i d\Gamma - \int_{\Omega_s} \dot{\tilde{N}} [\rho_s - \rho] (\dot{v}_i - g_i) + N^v_i (\sigma^s_{ij} - \sigma^f_{ij})]d\Omega - \int_{\Omega^s} N^v_i \rho g_i d\Omega,$$

$$r^p_I = \int_{\Omega^h} N^p_I (v_{ij} + \frac{p^h}{\kappa}) d\Omega,$$

$$r^p_J^s = \int_{\Omega^s} N^p_J (J_3 - 1 + \frac{p^h}{\kappa^s}) d\Omega. \quad (4.53)$$

Note that the convective terms are hidden in $\dot{v}_i^h$ and the detailed expressions of the stabilized Galerkin formulation for the Navier-Stokes equations are identical to those employed in the immersed finite element method [46].

For clarity, we introduce a displacement vector $u$, although it is only evaluated denoted as $\tilde{N}$. 
in the solid domain $\Omega_s$ in which a Lagrangian description is prescribed. In fact, within the solid domain, $\mathbf{u}$ is denoted as $\mathbf{u}^s$ and evolves based on $\mathbf{v}^s$ and $\dot{\mathbf{v}}^s$ which are the fluid velocity and acceleration vectors $\mathbf{v}$ and $\dot{\mathbf{v}}$ directly evaluated at the material point $\mathbf{x}^s$. Moreover, in the discussion of numerical procedures, we denote the time derivative of a variable $a$ as $\dot{a}$. Denote the residuals in Eq. (4.53) as $\mathbf{r}^T = (r_v^T, r^p_T, r_{p^s}^T)$, we obtain the following nonlinear equation

$$\mathbf{r}(\mathbf{u}, \mathbf{v}, \dot{\mathbf{v}}, p, \dot{p}, p^s) = 0.$$  (4.54)

The details of the fully implicit time integration with a matrix-free combination of Newton-Raphson and GMRES iterative procedures in the solution of Eq. (4.54) are presented in Ref. [59].

5 Numerical Examples

In this section, we present a set of numerical examples. In the first example, a deformable cylinder or disk with a diameter of $2a$ is released to fall in a viscous fluid channel with a dimension of $2L \times 8L$. The physical parameters of this case are given as follows: gravitational constant $g = 9.81 \text{ m/s}^2$; dynamic viscosity $\mu = 1 \text{ dyne/cm}^2 \cdot \text{s}$; fluid density $\rho_f = 1 \text{ g/cm}^3$; and $L = 2 \text{ cm}$. To implement the effect of gravity, an external body force is only applied to the cylinder. The buoyancy is captured by the definition of the mass matrix. If the cylinder is rigid, the terminal velocity can be expressed as, according to Ref. [60],

$$U = \frac{(\rho_s - \rho_f)ga^2}{4\mu} \left[ \ln\left(\frac{L}{a}\right) - 0.9157 + 1.7244\left(\frac{a}{L}\right)^2 - 1.7302\left(\frac{a}{L}\right)^4 \right].$$  (5.55)

With a diameter ratio $a/L = 0.25$, the theoretical terminal velocity of the rigid cylinder compares well with the computational result. Moreover, by replacing the discretized delta function of the immersed boundary method with a cubic spline, we seem to obtain more accurate solutions. This improvement is more visible for coarse grids.

In Fig. 2, it is clearly shown that the deformation of the submerged solid has a significant effect on the terminal velocity. In general, the flexibility of the cylinder decreases the surrounding fluid forces (viscous shear, form drag, etc.) and as a consequence increases the terminal velocity. In this example, the submerged solid is made of an almost incompressible rubber material with the
Fig. 2. The velocity history of a moving object with a diameter ratio $a/L = 0.25$ and a $64 \times 256$ fluid grid.

material constants $C_1 = 29300$, $C_2 = 17700$, and $\kappa = 141000 \text{ dyne/cm}^2$ and the density $\rho_s = 3 \text{ g/cm}^3$.

In the second example, one viscous fluid is injected into another viscous fluid. Due to the surface tension effects, viscous fluid exiting the tube tends to form a droplet. Some preliminary simulation results are illustrated in Fig. 3.

The third example demonstrating the capability of the proposed method is the transport of multiple normal and sickle red blood cells through micro-vessels. This complex three-dimensional model as illustrated in Fig. 4 is virtually impossible to tackle with existing modelling techniques. The detailed study along with the embedded multi-scale modeling of cell-cell interactions have already been published in Ref. [61].

In another numerical test, a chain of three deformable objects are released and move towards to an elastic bifurcation. Initially, these objects are perfectly centered and aligned with the bifurcation point. What breaks the symmetry is the slight difference between the upper and lower branches of the bifurcation. As shown in Fig. 6, objects impact, deform, and conform with the viscous flow within the lower branch of the bifurcation. This type of study is very important for the understanding of the adverse effects of artificial devices exerted on red blood cells.

Finally, in the simple setup as illustrated in the preliminary comparison in Fig. 5, the simulation results are very much the same as the experimental
Fig. 3. One viscous fluid injected into another viscous fluid.

Fig. 4. Normal and sickle red blood cells passing through a micro-vessel constriction.

observation at individual time steps. In the experiment, water was pulsed through a column with a square cross section (5x5 cm) at a frequency of 1 Hz. A rubber shell-like structure was located inside this column. In the simulation both velocity vectors of the fluid flow and stress tensors of the flexible structure are captured for the entire fluid and solid domains, whereas the preliminary experimental observation can only provide us with the dynamic behavior of the structure as well as overall flow patterns. This in fact brings up an important point that is for the actual valve design simulation tools are very much required since many areas of the valve are difficult to visualize and only limited amounts of data can be collected experimentally.
6 Conclusion

The coupling of fluids and solids is the central feature in the study of the mechanics of the heart, arteries, veins, microcirculation, and pulmonary blood flow. Currently, the modelling of strong hemodynamic interaction with flexible structures is limited by severe fluid mesh distortions around flexible structures with large deformations and displacements. Recent breakthrough has been made in the development of extended immersed boundary method (EIBM) [45], immersed finite element method (IFEM) [46], and immersed continuum method (ICM) [59]. In particular both EIBM and IFEM are based on the explicit time integration for the fluid-solid coupling and deal exclusively with immersed incompressible materials interacting with surrounding incompressible fluid. The difference between EIBM and IFEM is that in EIBM, a spectral fluid solver is used with a uniform background grid, whereas in IFEM, a finite element fluid solver is adopted with a non-uniform finite element mesh. Unlike the immersed boundary method, which handles only volumeless immersed fibers, the newly developed methods (EIBM, IFEM, and ICM) deal with immersed continua occupying finite volumes within the surrounding fluid medium. Furthermore, in ICM, compressible solid will be able to couple with compressible fluid in a fully implicit formulation. In essence, the new modelling methods adopt an independent solid mesh moving on top of a fixed or prescribed arbitrary Lagrangian-Eulerian (ALE) background fluid mesh. This is a
Fig. 6. Three deformable objects impact the elastic bifurcation point and conform to the flow within the lower branch.

new and effective strategy in dealing with fluid-structure interaction problems. Rather than identify and follow the fluid-structure interfaces, we substitute the entire submerged solids with a collection of immersed Lagrangian nodal points, and as a consequence, automatically define the interfaces with the material points enclosing the solid domains. This method promises to provide an easy treatment of complex fluid-solid systems and hence a platform or linkage for multi-scale and multi-physics modelling of biological systems.
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