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Abstract

In this paper, we derive the predictive distributions of one and several future responses including their average, on the basis of a type II doubly censored sample from a two parameter exponential life testing model. We also determine the highest predictive density interval for a future response. A numerical example is provided to illustrate the results.
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1. Introduction

Consider the probability density function of a two parameter exponential distribution given by

\[
f(x|\mu, \sigma) = \begin{cases} 
\frac{1}{\sigma} \exp\left(-\frac{x - \mu}{\sigma}\right), & x \geq \mu; \ \sigma > 0, \\
0 & \text{elsewhere,}
\end{cases}
\]  

(1)

where, \(\mu\) is the location parameter and \(\sigma\) is the scale parameter. Data for survival and reliability analysis, as well as for biomedical and life testing studies have been modelled extensively by the two parameter exponential model.

In practice, usually a number of observations in a sample from some life testing model are below a certain level or while others are above a certain level. Observations below the lower level and above the upper level are often discarded. This is particularly true for data from biomedical studies. For example, suppose that in the study of a pesticide, \(x_1, \ldots, x_n\) are the survival times in minutes of \(n\) termites following their exposure to the pesticide, with \(x_1 \leq \cdots \leq x_n\); it may be the case that the first few observations and last few observations are influenced by some factors other than the effect of the pesticide. Hence to make inference about the effect of the pesticide from such a data set, it may be reasonable to remove these observations from the original data set. Such a sample where some data from both the lower and the upper ends are ignored is known as a type II doubly censored sample. Type II doubly censored samples have been considered for instance by Lalitha and Mishra (1996), Kambo (1978), Raqab (1995), Sarhan (1955), Fernandez (2000a, b), Hui (1980) and Ipsen (1949).

Most studies based on type II doubly censored data from the two parameter exponential model involve inference about the parameters. For instance, Kambo (1978) derived the maximum likelihood estimators of the location and scale parameters on the basis of a doubly censored sample, and comparisons were made with the minimum variance unbiased estimators. Fernandez (2000a) obtained maximum likelihood prediction estimator of the \(k\)th ordered future response, assuming first that only the scale parameter is unknown and then, that both the location and scale parameters are unknown. He also obtained the maximum likelihood estimators, the best linear unbiased estimators and the best linear invariant estimators of the location and scale parameters. Fernandez (2000b) derived the predictive density of the \(k\)th future ordered response from a Rayleigh distribution assuming a type II doubly censored sample in a Bayesian framework. Sarhan (1955) estimated the mean and standard deviation of some populations from singly and doubly censored samples. He compared the variances and efficiencies of the best linear estimators of the mean and standard deviation.

In Section 2, we derive the predictive distributions of one future response from the two parameter exponential life testing model, on the basis of a type II doubly censored sample. A Bayesian approach is used and the predictive distributions are derived by means of a conjugate prior for the scale parameter \(\sigma\) and a non-informative prior for the location parameter \(\mu\). We also obtain a 100 \((1 - z)\)% highest predictive density (PD) region.
The cases of several future responses and their average are treated in Section 3. Finally, a numerical example is provided in Section 4.

2. Predictive inference for a single future response

The predictive density functions of a single future response and of the i-th ordered response among m future responses are respectively derived in Sections 2.1 and 2.4. The HPD interval for a single future response is determined in Section 2.2 and the estimation of the hyperparameter of the prior distribution is discussed in Section 2.3.

2.1. Predictive distribution of a single future response

Let \( x_1, \ldots, x_n \) be an ordered random sample of size \( n \) from model (1), \( x_1 \leq \cdots \leq x_g \) be the \( g \) smallest ordered observations and \( x_{\ell+1} \leq \cdots \leq x_n \) be the \( n - \ell \) largest ordered observations. Only the remaining ordered observations, that is, \( x = x_{g+1}, \ldots, x_\ell \) are being used. It is assumed that the sample data are modelled by a two parameter exponential distribution. The likelihood function of \( \mu \) and \( \sigma \) given the type II doubly censored sample \( x = x_{g+1}, \ldots, x_\ell \) is then

\[
L(\mu, \sigma|x) \propto \left( F\left( \frac{x_{g+1} - \mu}{\sigma} \right) \right)^{g+1-1} \prod_{z=g+1}^{\ell} f\left( \frac{x_z - \mu}{\sigma} \right) \\
\times \left( 1 - F\left( \frac{x_\ell - \mu}{\sigma} \right) \right)^{n-\ell} \left( \frac{1}{\sigma} \right)^{\ell-g},
\]

where for instance \( F\left( \frac{x_{g+1} - \mu}{\sigma} \right) = 1 - \exp\left\{ - \frac{x_{g+1} - \mu}{\sigma} \right\} \). Fernandez (2000a) and Raqab (1995) derived the predictive estimate of the \( k \)th failure time of the upper unobserved data from a maximum likelihood method. Fernandez (2000b) considered a predictive inference problem for an independent future sample from the Rayleigh distribution using the Bayesian approach with an inverted gamma prior. Following Fernandez’ assumptions, we assign a natural conjugate prior to \( \sigma \) and a uniform prior to \( \mu \). Furthermore, \( \mu \) and \( \sigma \) are assumed to be independently distributed.

Thus, the joint prior density of \( \mu \) and \( \sigma \) is

\[
p(\mu, \sigma) \propto \frac{(\theta_0)^{\theta_0}}{\Gamma(\theta_0)} \sigma^{-(\theta_0+1)} \exp\left\{ -\frac{\theta_0}{\sigma} \right\}; \quad \mu > 0; \ \sigma > 0; \ \theta_0 > 0,
\]

where \( \theta_0 \) is a hyperparameter, which is in fact the shape parameter of the prior density. It is therefore reasonable to assume that \( \theta_0 \) is non-negative. This prior is analytically convenient and easily interpretable. It also increases the precision of the predictive density. Note that setting \( \theta_0 = 0 \) results in a non-informative prior density for the parameters. When the prior density is as specified in (2), the posterior density of \( \mu \) and \( \sigma \) is
given by

\[ p(\mu, \sigma|\mathbf{x}) \propto p(\mu, \sigma) L(\mu, \sigma|\mathbf{x}) \]

\[ = \Psi(\mathbf{x}) \sum_{\gamma=0}^{g} (-1)^{\gamma} \left( \frac{g}{\gamma} \right) \sigma^{-(\ell-g+\theta_0+1)} \times \exp \left\{ -\frac{\sum_{2=g+1}^{\ell} (x_2 - \mu) + (n - \ell)(x_\ell - \mu) + \gamma(x_{g+1} - \mu) + \theta_0}{\sigma} \right\}, \]

where

\[ \Psi(\mathbf{x})^{-1} = \int_{\mu=0}^{x_{g+1}} \int_{\sigma=0}^{+\infty} \sigma^{-(\ell-g+\theta_0+1)} \exp \left\{ -\frac{\theta_0}{\sigma} \right\} \left( \frac{x_{g+1} - \mu}{\sigma} \right)^{g} \times \left\{ \prod_{x=\ell+1}^{\ell} f \left( \frac{x_{x} - \mu}{\sigma} \right) \right\} \left( 1 - F \left( \frac{x_\ell - \mu}{\sigma} \right) \right)^{n-\ell} \ d\sigma \ d\mu. \]

\[ = \sum_{\gamma=0}^{g} (-1)^{\gamma} \left( \frac{g}{\gamma} \right) \frac{\Gamma(\ell-g+\theta_0-1)}{(n+\gamma-g)} \times \left[ \left( (n - \ell)x_{\ell} + \theta_0 - (n - g)x_{g+1} + \sum_{x=g+1}^{\ell} x_2 \right)^{-(\ell-g+\theta_0-1)} \right. \]

\[ \left. - \left( (n - \ell)x_{\ell} + \gamma x_{g+1} + \theta_0 + \sum_{x=g+1}^{\ell} x_2 \right)^{-(\ell-g+\theta_0-1)} \right]. \]

Let \( y_f \) be a future response from the model specified by (1). Naturally, \( y_f \) is independent of the observed data. The predictive density of \( y_f \) for a given set of doubly censored data \( \mathbf{x} = x_{g+1}, \ldots, x_\ell \), denoted by \( p(y_f|\mathbf{x}) \), is as given below.

For \( y_f < x_{g+1}; \ 0 < \mu < y_f; \ \sigma > 0 \),

\[ p(y_f|\mathbf{x}) = \int_{\mu=0}^{y_f} \int_{\sigma=0}^{+\infty} p(y_f|\mu, \sigma) p(\mu, \sigma|\mathbf{x}) \ d\sigma \ d\mu \]

\[ = \Psi(\mathbf{x}) \int_{\mu=0}^{y_f} \int_{\sigma=0}^{+\infty} \frac{1}{\sigma} \exp \left\{ -\frac{(y_f - \mu)}{\sigma} \right\} \sigma^{-(\ell-g+\theta_0+1)} \exp \left\{ -\frac{\theta_0}{\sigma} \right\} \]

\[ \times \left( F \left( \frac{x_{g+1} - \mu}{\sigma} \right) \right)^{g} \left\{ \prod_{x=\ell+1}^{\ell} f \left( \frac{x_{x} - \mu}{\sigma} \right) \right\} \]

\[ \times \left( 1 - F \left( \frac{x_\ell - \mu}{\sigma} \right) \right)^{n-\ell} \ d\sigma \ d\mu \]
\[
\Psi(x) \sum_{\gamma=0}^{g} (-1)^{\gamma} \binom{g}{\gamma} \frac{\Gamma(\ell - g + \theta_0)}{(n + \gamma - g + 1)} \times \\
\left[ \left( \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_\gamma - (n + \gamma - g)y_f \right) \right]^{-(\ell - g + \theta_0)} \\
\left( \theta_0 + y_f + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_\gamma \right)^{-(\ell - g + \theta_0)} \\
\right],
\]

and for \( y_f > x_{g+1}; 0 < \mu < x_{g+1}; \sigma > 0, \)

\[
p(y_f|x) = \int_{\mu=0}^{x_{g+1}} \int_{\sigma=0}^{+\infty} p(y_f|\mu, \sigma)p(\mu, \sigma|x) \, d\sigma \, d\mu \\
= \Psi(x) \int_{\mu=0}^{x_{g+1}} \int_{\sigma=0}^{+\infty} \frac{1}{\sigma} \exp \left(\frac{-(y_f - \mu)}{\sigma}\right) \sigma^{-(\ell - g + \theta_0 + 1)} \exp \left(\frac{-\theta_0}{\sigma}\right) \\
\times \left( F \left( \frac{x_{g+1} - \mu}{\sigma} \right) \right)^{g} \prod_{x=g+1}^{\ell} f \left( \frac{x_\gamma - \mu}{\sigma} \right) \\
\times \left( 1 - F \left( \frac{x_\ell - \mu}{\sigma} \right) \right)^{n-\ell} \, d\sigma \, d\mu \\
= \Psi(x) \sum_{\gamma=0}^{g} (-1)^{\gamma} \binom{g}{\gamma} \frac{\Gamma(\ell - g + \theta_0)}{(n + \gamma - g + 1)} \times \\
\left[ \left( y_f + \theta_0 + (n - \ell)x_\ell + \sum_{x=g+1}^{\ell} x_\gamma - (n - g + 1)x_{g+1} \right) \right]^{-(\ell - g + \theta_0)} \\
\left( y_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_\gamma \right)^{-(\ell - g + \theta_0)} \\
\right],
\]

\( p(y_f|x) \) being equal to zero elsewhere.

It was verified that \( \Pr(Y_f \leq x_{g+1}) + \Pr(Y_f \geq x_{g+1}) = 1. \) When \( \theta_0 = 0, \) the above results coincide with those obtained from a non-informative prior. For \( \theta_0 = 0, g = 0, \) and \( \ell = r, \) this distribution is same as the predictive distribution of a right censored sample. Assuming
an unrestricted location parameter, that is, $-\infty < \mu < \infty$. Dunsmore (1974) derived the predictive distribution of an ordered future response given a type II censored sample.

2.2. Highest predictive density (HPD) interval

For inference purposes, one may be interested in determining the HPD interval of a future response $y_f$. An HPD interval $S$ is of the form $S = \{y_f : p(y_f | x) \geq s\}$, where $s$ is the largest constant such that $\Pr(y_f \in S | x) = 1 - \alpha$ and $\alpha$ denotes the significance level, see for instance Box and Tiao (1973). We note that the predictive density derived in Section 2 is composed of two parts: one that increases from zero to $x_g + 1$ and the other which decreases from $x_g + 1$ to plus infinity. Thus, the HPD interval $[s_1, s_2]$ for $y_f$ must simultaneously satisfy

$$\Pr(s_1 \leq y_f \leq s_2) = 1 - \alpha \quad \text{and} \quad p(s_1 | x) = p(s_2 | x).$$

In our case, we have $\Pr(s_1 < y_f < x_g + 1) + \Pr(x_g + 1 < y_f < s_2) = 1 - \alpha$, where $s_1$ and $s_2$ are to be chosen so that $p(s_1 | x) = p(s_2 | x)$. For arbitrary $s_1$ and $s_2$:

$$\Pr(s_1 < y_f < x_g + 1) = \int_{y_f = s_1}^{x_g + 1} \Psi(x) \sum_{\gamma=0}^{g} (-1)^{\gamma} \left( \frac{g}{\gamma} \right) \frac{\Gamma(\ell - g + \theta_0)}{(n + \gamma - g + 1)} \left[ \left( \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_x - (n + \gamma - g)y_f \right)^{-(\ell-g+\theta_0)} - \left( y_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_x \right)^{-(\ell-g+\theta_0)} \right] dy_f$$

and

$$\Pr(x_g + 1 < y_f < s_2) = \int_{y_f = x_g + 1}^{s_2} \Psi(x) \sum_{\gamma=0}^{g} (-1)^{\gamma} \left( \frac{g}{\gamma} \right) \frac{\Gamma(\ell - g + \theta_0)}{(n + \gamma - g + 1)} \left[ \left( y_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_x - (n + g + 1)x_{g+1} \right)^{-(\ell-g+\theta_0)} - \left( y_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_x \right)^{-(\ell-g+\theta_0)} \right] dy_f.$$
A closed form solution for \( s_1 \) and \( s_2 \) is not tractable. However, for a specific set of data, a solution can be determined as shown in Section 4.

2.3. Estimation of the hyperparameter of the prior distribution

The hyperparameter of the prior distributions is assumed to be unknown. The hyperparameter may be estimated from the data set by applying the method of moments or the maximum likelihood method, see Geisser (1993, p. 65). From (1) and (2), the likelihood function \( L(\theta_0 | x) \) is obtained as

\[
L(\theta_0 | x) = \int_{\mu=0}^{x_g+1} \int_{\sigma=0}^{+\infty} p(x | \mu, \sigma) p(\mu, \sigma) \, d\sigma \, d\mu
\]

\[
= \int_{\mu=0}^{x_g+1} \int_{\sigma=0}^{+\infty} \frac{n!}{g!(n-\ell)!} \left( F \left( \frac{x_g+1 - \mu}{\sigma} \right) \right)^{g+1-1} \times \left\{ \prod_{a=g+1}^{\ell} f \left( \frac{x_a - \mu}{\sigma} \right) \right\} \\
\times \left( 1 - F \left( \frac{x_\ell - \mu}{\sigma} \right) \right)^{n-\ell} \left( \frac{1}{\sigma} \right)^{\ell-g} (\theta_0)^{\theta_0} \sigma^{-(\theta_0+1)} \exp \left\{ -\frac{\theta_0}{\sigma} \right\} \, d\sigma \, d\mu
\]

\[
= \frac{n!}{g!(n-\ell)!} \sum_{\gamma=0}^{g} (-1)^{\gamma} \left( \begin{array}{c} g \\ \gamma \end{array} \right) \frac{\Gamma(\ell-g+\theta_0-1)(\theta_0^{\theta_0})}{(n+\gamma-g)\Gamma(\theta_0)} \\
\times \left[ \left( (n-\ell)x_\ell + \theta_0 - (n-g)x_g+1 + \sum_{a=g+1}^{\ell} x_a \right)^{-(\ell-g+\theta_0-1)} - \left( (n-\ell)x_\ell + x_g+1 + \theta_0 + \sum_{a=g+1}^{\ell} x_a \right)^{-(\ell-g+\theta_0-1)} \right].
\]

The maximum likelihood estimate of \( \theta_0 \) is obtained by equating the derivative of \( L(\theta_0 | x) \) with respect to \( \theta_0 \) to zero. There is no closed form solution for \( \hat{\theta}_0 \); however, a numerical method such as the Newton–Raphson iterative algorithm may be used to solve for \( \hat{\theta}_0 \). The iterative value of \( \hat{\theta}_0 \) may be substituted in \( p(y_f | x) \) as obtained in Section 2.1 to determine the predictive density of a single future response.

2.4. Predictive distribution for the \( i \)th ordered future response

Consider the life testing model (1) and let \( y_i, i = 1, 2, \ldots, m \) be the \( i \)th ordered future response in a set of \( m \) future responses. The density function of the \( i \)th ordered future
response is then
\[
p(y_i | \mu, \sigma) = \frac{m!}{(i - 1)! (m - i)!} [F(y_i)]^{i-1} [1 - F(y_i)]^{m-i} f(y_i)
\]
\[
= \frac{1}{\sigma} \sum_{j=0}^{i-1} \frac{(-1)^j \binom{i-1}{j}}{\beta(m-i+1, i)} \exp \left\{ -\frac{(m-i+j+1)(y_i - \mu)}{\sigma} \right\}
\]
where \( \beta(x, \delta) = \frac{\Gamma(x) \Gamma(\delta)}{\Gamma(x+\delta)} \), and the predictive density of \( y_i \) given a type II doubly censored sample is given by

\[
p(y_i | x) = \int_{\mu=0}^{\min(x_{g+1}, y_i)} \int_{\sigma=0}^{+\infty} p(y_i | \mu, \sigma) p(\mu, \sigma | x) d\sigma d\mu
\]
\[
= \int_{\mu=0}^{\min(x_{g+1}, y_i)} \int_{\sigma=0}^{+\infty} \frac{1}{\sigma} \sum_{j=0}^{i-1} \frac{(-1)^j \binom{i-1}{j}}{\beta(m-i+1, i)}
\]
\[
\times \exp \left\{ -\frac{(m-i+j+1)(y_i - \mu)}{\sigma} \right\}
\]
\[
\times \Psi(x) \sigma^{-(\ell - g + \theta_0 + 1)} \exp \left\{ -\frac{\theta_0}{\sigma} \right\} \left( F\left( \frac{x_{g+1} - \mu}{\sigma} \right) \right)^{g}
\]
\[
\times \prod_{x=g+1}^{\ell} f\left( \frac{x_{x} - \mu}{\sigma} \right) \left( 1 - F\left( \frac{x_{\ell} - \mu}{\sigma} \right) \right)^{n-\ell} d\sigma d\mu
\]
\[
= \Psi(x) \Gamma(\ell - g + \theta_0) \frac{\sum_{g=0}^{g} \sum_{j=0}^{i-1} \frac{(-1)^j \binom{i-1}{j} \binom{g}{j}}{\beta(m-i+1, i)(m+n+g+j-i-g+1)}
\]
\[
\times \left[ (n-\ell)x_\ell + (m-i+j+1)y_i + \theta_0 + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_x \right]^{-(\ell - g + \theta_0)}
\]
\[
- (m+n+\gamma+j-i-g+1) \min(x_{g+1}, y_i)
\]
\[
- (n-\ell)x_\ell + (m-i+j+1)y_i + \theta_0 + \gamma x_{g+1}
\]
\[
+ \sum_{x=g+1}^{\ell} x_x \right]^{-(\ell - g + \theta_0)}.
\]
The predictive density for the $i$th ordered future response among $m$ future responses given a set of doubly censored sample $x$ is thus given by

$$p(y_i | x) = \begin{cases} \Psi(x) \Gamma(\ell - g + \theta_0) \sum_{j=0}^{g} \sum_{j=0}^{i-1} \frac{(-1)^{j+g} \binom{i-1}{j} \binom{g}{j}}{(m + n + \gamma + j - i - g + 1) \beta(m - i + 1, i)} \\ \times \left[ (n - \ell)x + (m - i + j + 1)y_i + \theta_0 + \sum_{x=g+1}^{\ell} x \right]^{-\ell - g + \theta_0} \\ - (m + n + j - i - g + 1)x_{g+1} \right) \\ - (n - \ell)x + (m - i + j + 1)y_i + \theta_0 + \gamma x_{g+1} \\ + \sum_{x=g+1}^{\ell} x \right]^{-\ell - g + \theta_0} \right] \right] \\ \text{for } y_i > x_{g+1}, \end{cases}$$

for $y_i \leq x_{g+1},$

$$= \begin{cases} \Psi(x) \Gamma(\ell - g + \theta_0) \sum_{j=0}^{g} \sum_{j=0}^{i-1} \frac{(-1)^{j+g} \binom{i-1}{j} \binom{g}{j}}{(m + n + \gamma + j - i - g + 1) \beta(m - i + 1, i)} \\ \times \left[ (n - \ell)x + \theta_0 + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x - (n + \gamma - g)y_i \right]^{-\ell - g + \theta_0} \\ - (n - \ell)x + (m - i + j + 1)y_i + \theta_0 + \gamma x_{g+1} \\ + \sum_{x=g+1}^{\ell} x \right]^{-\ell - g + \theta_0} \right] \right] \right] \\ \text{for } y_i \leq x_{g+1}, \end{cases}$$

for $y_i \leq x_{g+1},$

0 elsewhere.

It was verified that $\Pr(Y_i \leq x_{g+1}) + \Pr(Y_i \geq x_{g+1}) = 1.$ This result coincides with that obtained by Evans and Nigm (1980) for a non-negative location parameter when $\theta_0 = 0, g = 0, \ell = r = G + 1, n = C, x_1 = B, (n - r)x_r + \sum_{i=1}^{r} x_i - nx_1 = H, i = K$ and $m = N.$

For example, in a life testing experiment involving $m$ computers, one may be interested in making inference about the lifetime of the $i$th computer to fail, given the data (type II
doubly censored). Letting \( i = 1 \) in (3) will yield the distribution of the earliest failure time while letting \( i = m \) will provide that of the latest.

3. Predictive inference for several future responses

First we give the joint density function of \( m \) future responses. The predictive distribution of their average is then derived.

3.1. Predictive distribution for \( m \) future responses

Let \( y_1, \ldots, y_m \) be \( m \) ordered future responses from model (1). Then, the density function of \( y = y_1, \ldots, y_m \) given \( \mu \) and \( \sigma \), is

\[
p(y|\mu, \sigma) = m! \prod_{i=1}^{m} p(y_i|\mu, \sigma)
\]

\[
= m! \frac{1}{\sigma^m} \exp \left( -\sum_{i=1}^{m} \frac{(y_i - \mu)}{\sigma} \right) ; \quad \mu \leq y_1 \leq \cdots \leq y_m \leq \infty.
\]

The predictive density of \( y_1, \ldots, y_m \) is defined as

\[
p(y_1, \ldots, y_m|x) = \int_{\mu=0}^{\min(x_1, y_1)} \int_{\sigma=0}^{+\infty} p(y_1, \ldots, y_m|\mu, \sigma) p(\mu, \sigma|x) \, d\sigma \, d\mu
\]

\[
= \Psi(x)m! \sum_{\gamma=0}^{g} (-1)^{g} \binom{g}{\gamma} \int_{\mu=0}^{\min(x_{g+1}, y_1)} \int_{\sigma=0}^{+\infty} \sigma^{-(m+\ell-g+\theta_0+1)}
\]

\[
\times \exp \left( -\sum_{i=1}^{m} \frac{(y_i - \mu)}{\sigma} \right)
\]

\[
\times \exp \left\{ -\frac{\sum_{x=g+1}^{\ell} (x - \mu) + (n - \ell)(x_\ell - \mu) + \gamma(x_{g+1} - \mu) + \theta_0}{\sigma} \right\} \, d\sigma \, d\mu,
\]

\[
= \Psi(x)m! \Gamma(m+\ell-g+\theta_0) \sum_{\gamma=0}^{g} (-1)^{g} \binom{g}{\gamma} \int_{\mu=0}^{\min(x_{g+1}, y_1)} \left( \sum_{i=1}^{m} y_i + (n-\ell)x_\ell \right.
\]

\[
+ \gamma x_{g+1} + \theta_0 + \sum_{x=g+1}^{\ell} x - (m+n+g) \mu \left. \right) ^{-(m+\ell-g+\theta_0)} \, d\mu.
\]
Thus the predictive density of $y_1, \ldots, y_m$ given $x = x_{g+1}, \ldots, x_{\ell}$, is

$$
p(y_1, \ldots, y_m | x) = \begin{cases} \\
\Psi(x)^{m!} \Gamma(m + \ell - g + \theta_0 - 1) \frac{(-1)^{\gamma} \binom{g}{\gamma}}{(m + n + \gamma - g)} \\
\times \left[ \left( (n - \ell)x_{\ell} + \sum_{i=1}^{m} y_i + \theta_0 + \sum_{x=g+1}^{\ell} x \right) - (m + n - g)x_{g+1} \right]^{-\left( m + \ell - g + \theta_0 - 1 \right)}
- \left( (n - \ell)x_{\ell} + \sum_{i=1}^{m} y_i + \theta_0 + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x \right) - (m + \ell - g + \theta_0 - 1)
\right] \\
\text{for } y_m \geq \cdots \geq y_1 \geq x_{g+1}, \\
\end{cases}
$$

$$
\times \left[ \left( (n - \ell)x_{\ell} + \sum_{i=1}^{m} y_i + \theta_0 + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x \right) - (m + n - g)x_{g+1} \right]^{-\left( m + n - g + \ell - \theta_0 - 1 \right)}
- \left( (n - \ell)x_{\ell} + \sum_{i=1}^{m} y_i + \theta_0 + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x \right) - (m + \ell - g + \theta_0 - 1)
\right] \\
\text{for } y_1 \leq \cdots \leq y_m \leq x_{g+1}, \\
0 \text{ elsewhere.}
$$

\section*{3.2. Predictive distribution for the average of the future responses}

One may be interested in making inference about the average of the future responses from several devices. Hui (1980) employed the structural approach for deriving the average predictive density of future failure times given a type II doubly censored sample. We make use of a Bayesian approach to obtain the predictive distribution of the average of a sample of future responses.

Let $y_{f1}, \ldots, y_{fm}$ be the $m$ independent future responses from model (1). Then the probability density function of the average future failure time denoted by $\bar{y}_f$, is
given by

\[ p(\bar{y}_f | \mu, \sigma) = \begin{cases} 
\frac{(m)^m (\bar{y}_f - \mu)^{m-1}}{\Gamma(m)\sigma^m} \exp \left\{ -\frac{m(\bar{y}_f - \mu)}{\sigma} \right\}, & \bar{y}_f \geq \mu; \mu \geq 0, \sigma > 0, \\
0 & \text{elsewhere.} 
\end{cases} \]

The predictive density function for the average future response \( \bar{y}_f \) given \( x \), is then

\[ p(\bar{y}_f | x) = \int_{\mu=0}^{\min(x_{g+1}, \bar{y}_f)} \int_{\sigma=0}^{+\infty} p(\bar{y}_f | \mu, \sigma) p(\mu, \sigma | x) \, d\sigma \, d\mu \]

\[ = \Psi(x) \int_{\mu=0}^{\min(x_{g+1}, \bar{y}_f)} \int_{\sigma=0}^{+\infty} \frac{(m)^m (\bar{y}_f - \mu)^{m-1}}{\Gamma(m)\sigma^m} \times \exp \left\{ -\frac{m(\bar{y}_f - \mu)}{\sigma} \right\} \sigma^{-(\ell-g+\theta_0+1)} \exp \left\{ -\frac{\theta_0}{\sigma} \right\} \left( F \left( \frac{x_{g+1}-\mu}{\sigma} \right) \right)^g \times \prod_{x=g+1}^{\ell} f \left( \frac{x_{g+1}}{\sigma} \right) \left( 1 - F \left( \frac{x_{g+1}}{\sigma} \right) \right)^{n-\ell} \, d\sigma \, d\mu \]

\[ = \Psi(x) \frac{m^m \Gamma(m + \ell + g + \theta_0)}{\Gamma(m)} \sum_{i=0}^{m-1} \sum_{\gamma=0}^g (-1)^{\gamma+i} \binom{g}{i} \binom{m-1}{\gamma} (\bar{y}_f)^{m-i-1} \times \left( m \bar{y}_f + \theta_0 + (n-\ell)x_{g+1} + \sum_{x=g+1}^{\ell} x_x \right)^{-(m+\ell-g+\theta_0)} \int_{\mu=0}^{\min(x_{g+1}, \bar{y}_f)} \mu^i \times \left( 1 - \frac{(m+n+\gamma-g)\mu}{m \bar{y}_f + \theta_0 + (n-\ell)x_{g+1} + \gamma x_{g+1} + \sum_{x=g+1}^{\ell} x_x} \right)^{-(m+\ell-g+\theta_0)} d\mu. \]

To evaluate this integral, we consider the following cases:

**Case 1:** \( \bar{y}_f \geq x_{g+1} \)

Let

\[ z = \frac{(m+n+\gamma-g)\mu}{m \bar{y}_f + \theta_0 + (n-\ell)x_{g+1} + \sum_{x=g+1}^{\ell} x_x} \]

and

\[ q = \frac{(m+n+\gamma-g)x_{g+1}}{m \bar{y}_f + \theta_0 + (n-\ell)x_{g+1} + \sum_{x=g+1}^{\ell} x_x}. \]
Then,

\[
p(\bar{y}_f | x) = \Psi(x) \frac{m^m \Gamma(m + \ell - g + \theta_0)}{\Gamma(m)} \sum_{i=0}^{m-1} \sum_{\gamma=0}^{g} \left( -1 \right)^{\gamma+i} \left( \frac{g}{\gamma} \right) \left( \frac{m - 1}{i} \right) (\bar{y}_f)^{m-i-1}
\]

\[
\times \left( m \bar{y}_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{z=g+1}^\ell x_z \right)^{-(m+\ell-g+\theta_0-i-1)}
\]

\[
\times (m + n + \gamma - g)^{(i+1)} \int_{z=0}^{q} z^i (1-z)^{-(m+\ell-g+\theta_0)} dz
\]

\[
= \Psi(x) \frac{m^m \Gamma(m + \ell - g + \theta_0)}{\Gamma(m)} \sum_{i=0}^{m-1} \sum_{\gamma=0}^{g} \left( -1 \right)^{\gamma+i} \left( \frac{g}{\gamma} \right) \left( \frac{m - 1}{i} \right) (\bar{y}_f)^{m-i-1}
\]

\[
\times \left( m \bar{y}_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{z=g+1}^\ell x_z \right)^{-(m+\ell-g+\theta_0-i-1)}
\]

\[
\times \frac{(m + n + \gamma - g)^{(i+1)}}{(1+i)} \left( _2F_1 \left[ 1 + i, \ell - g + m + \theta_0, 2 + i, \frac{(-g + m + n + \gamma)x_{g+1}}{m \bar{y}_f + \theta_0 + \gamma x_{1+g} + (n - \ell)x_\ell + \sum_{z=g+1}^\ell x_z} \right] \frac{1}{(g - m - n - \gamma)} \right)
\]

\[
\times \left( \frac{m \bar{y}_f + \theta_0 + \gamma x_{1+g} + (n - \ell)x_\ell + \sum_{z=g+1}^\ell x_z}{(-g + m + n + \gamma)x_{g+1}} \right)^{-(1+i)}, \quad \bar{y}_f \geq x_{g+1},
\]

where

\[
_2F_1(\eta, \xi; \zeta; z) = \sum_{k=0}^{\infty} z^k \left( (\eta)_k (\xi)_k / (\zeta)_k \right) / k! \text{ and } (\eta)_k = \Gamma(\eta + k) / \Gamma(\eta).
\]

Case 2: \( \bar{y}_f \leq x_{g+1} \)

Let

\[
z = \frac{(m + n + \gamma - g)\mu}{m \bar{y}_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{z=g+1}^\ell x_z}
\]

and

\[
s = \frac{(m + n + \gamma - g)\bar{y}_f}{m \bar{y}_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{z=g+1}^\ell x_z}.
\]
Then

\[ p(\tilde{y}_f | x) = \Psi(x) \frac{m^m \Gamma(m + \ell - g + \theta_0)}{\Gamma(m)} \sum_{i=0}^{m-1} \sum_{\gamma=0}^g (-1)^{\gamma+i} \binom{g}{\gamma} \binom{m-1}{i} (\tilde{y}_f)^{m-i-1} \]

\[ \times \left( m \tilde{y}_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{z=g+1}^\ell x_z \right) \]

\[ \times (m + n + \gamma - g)^{-i+1} \int_0^s z^i (1 - z)^{-(\ell + g + \theta_0 + m)} \, dz \]

\[ = \Psi(x) \frac{m^m \Gamma(m + \ell - g + \theta_0)}{\Gamma(m)} \sum_{i=0}^{m-1} \sum_{\gamma=0}^g (-1)^{\gamma+i} \binom{g}{\gamma} \binom{m-1}{i} (\tilde{y}_f)^{m-i-1} \]

\[ \times \left( m \tilde{y}_f + \theta_0 + (n - \ell)x_\ell + \gamma x_{g+1} + \sum_{z=g+1}^\ell x_z \right) \]

\[ \times \frac{(m + n + \gamma - g)^{-i+1}}{(1+i)} \left[ _2F_1 \left[ 1 + i, \ell - g + m + \theta_0, 2 + i, \frac{(-g + m + n + \gamma)\tilde{y}_f}{m \tilde{y}_f + \theta_0 + \gamma x_{1+g} + (n - \ell)x_\ell + \sum_{z=g+1}^\ell x_z} \right] \right] \frac{1}{(g - m - n - \gamma)} \]

\[ \times \left( m \tilde{y}_f + \theta_0 + \gamma x_{1+g} + (n - \ell)x_\ell + \sum_{z=g+1}^\ell x_z \right)^{-(1+i)} \]

When \( \theta_0 = 0 \), the above result agrees with that of Hui (1980), who followed the structural approach of Fraser (1968).

4. A numerical example

We consider a data set which was analyzed by Lawless (1982, p. 138). The data represents the failure times, in minutes, of an electrical insulation device and was modelled as a two parameter exponential distribution:

\[ \text{-- , --, 24.4, 28.6, 43.2, 46.9, 70.7, 75.3, 95.5, -- , -- .} \]

The first two observations are censored due to the fact that experimenter failed to observe these failure times and the experiment was stopped before the failure times of the last three devices were observed. Making use of these data, Fernandez (2000a) and Raqab (1995) have estimated the maximum likelihood predictors of the 11th and 12th failure times of the
upper unobserved data. We used these data to derive the predictive distribution of the first future response $y_f$. We also considered the predictive distributions of the average of the future responses as well as that of type II doubly censored future responses.

In this case, $n = 12$, $\ell = 9$, $g = 2$, $x_\ell = 95.5$, $x_{g+1} = 24.4$, $\sum_{x=3}^9 x = 384.60$, $\theta_0 = 0.2328$ and $\Psi(x) = 1.5882 \times 10^{15}$. One may be interested in the distribution of the first future response $y_f$. The density function of $y_f$ is given by

$$p(y_f|x) = \begin{cases} 
\Psi(x) \sum_{\gamma=0}^{g} (-1)^\gamma \binom{g}{\gamma} \frac{\Gamma(9-2+0.2328)}{(12+\gamma-2+1)} \left[ (0.2328 + (12-9)95.5 + 24.4\gamma) 
+ 384.60 - (12 + \gamma - 2)y_f \right]^{-9-2+0.2328} 
- (0.2328 + y_f + (12 - 9)95.5 + 24.4\gamma) 
+ 384.60 \right]^{-9-2+0.2328} & \text{for } y_f \leq 24.4, \\
\Psi(x) \sum_{\gamma=0}^{g} (-1)^\gamma \binom{g}{\gamma} \frac{\Gamma(9-2+0.2328)}{(12+\gamma-2+1)} 
\times [(y_f + 0.2328 + (12 - 9)95.5 + 384.60) 
- (12 - 2 + 1)24.4]^{-9-2+0.2328} 
-(y_f + 0.2328 + (12 - 9)95.5 
+ 24.4\gamma + 384.60) \right]^{-9-2+0.2328} & \text{for } y_f > 24.4, \\
0 & \text{elsewhere.} 
\end{cases}$$

By setting $p(s_1|x) = p(s_2|x)$, where $p(.,|x)$ is given in Section 2.1 and aiming for $\Pr(s_1 \leq y_f \leq s_2) = 0.95$, we determined that in this case the 95% HPD (as well as the shortest credible) interval for a single future response is specified by $s_1 = 5.78263$ and $s_2 = 273.738$. The density of $y_f$ is plotted in Fig. 1 where the 95% HPD interval corresponds to the unshaded region. The effect of the hyperparameter $\theta_0$ on the mean and variance

![Fig. 1. Predictive density for the first future response with HPD interval, where 95% HPD interval corresponds to the unshaded region.](image-url)
Table 1
Sensitivity of the mean and standard deviation of the predictive distribution with respect to various values of the hyperparameter $\theta_0$

<table>
<thead>
<tr>
<th>Values of $\theta_0$</th>
<th>Mean $(y_f)$</th>
<th>SD $(y_f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2328</td>
<td>93.100</td>
<td>78.450</td>
</tr>
<tr>
<td>0.5000</td>
<td>17.270</td>
<td>48.660</td>
</tr>
<tr>
<td>0.7500</td>
<td>3.570</td>
<td>22.880</td>
</tr>
<tr>
<td>1.0000</td>
<td>0.740</td>
<td>10.370</td>
</tr>
<tr>
<td>1.5000</td>
<td>0.032</td>
<td>2.096</td>
</tr>
<tr>
<td>2.0000</td>
<td>0.001</td>
<td>0.424</td>
</tr>
</tbody>
</table>

Fig. 2. Predictive densities for certain values of the hyperparameter, namely, $\theta_0 = 0.2328$ (long dashes), $\theta_0 = 0.5000$ (short dashes) and $\theta_0 = 0.7500$ (solid line).

of the predictive distribution is illustrated in Table 1. The predictive densities for certain values of hyperparameter are plotted in Fig. 2. In practice, the hyperparameter could be estimated from information available from previous experiments.

Let $m = 5$ in the representation of the predictive density of the average of $m$ future responses derived in Section 3.2; then, the predictive density of $\bar{y}_f$, given a doubly censored sample $x$, is obtained as

$$
p(\bar{y}_f | x) \propto \sum_{i=0}^{5-1} \sum_{\gamma=0}^{2} (-1)^{\gamma+i} \binom{2}{\gamma} \binom{5-1}{i} (\bar{y}_f)^{5-i-1} \times \left[ (5\bar{y}_f + 0.2328 + (12 - 9)95.5 + 24.4\gamma + 384.60)^{-n(5+9-2+0.2328-\gamma-1)} \right. \\
\left. \times (5 + 12 + \gamma - 2)^{-i+1} \int_{z=0}^{5\bar{y}_f + 0.2328 + (12 - 9)95.5 + 24.4\gamma + 384.60} (z)^{5+9-2+0.2328-\gamma} \mathrm{d}z \right], \quad \text{for } 0 \leq \min(24.4, \bar{y}_f) \leq \infty, \quad 0 \text{ elsewhere.}
$$

This predictive density is plotted in Fig. 3 with the appropriate normalizing constant.
Fig. 3. Predictive density for the average of five future responses.
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